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Key design elements for transparency

• Clarity – Information shall be in clear and plain 
language, concise and intelligible.

• Semantics – Communication should have a 
clear meaning to the audience in question.

• Accessibility - Information shall be easily 
accessible for the data subject.

• Contextual – Information should be provided 
at the relevant time and in the appropriate 
form.

• Relevance – Information should be relevant 
and applicable to the specific data subject
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• Universal design – Information shall be 
accessible to all data subjects

• Comprehensible – Data subjects should 
have a fair understanding of what they 
can expect with regards to the processing 
of their personal data, particularly when 
the data subjects are children or other 
vulnerable groups.

• Multi-channel – Information should be 
provided in different channels and media, 
not only the textual, 

• Layered – The information should be 
layered in a manner that resolves the 
tension between completeness and 
understanding 



DPdD - Bad practices in transparency

• Common bad formulations in privacy policies:
• “We may…” : Introduces ambiguity

• “Personally Identifiable Information” : This is only a sub-category of personal 
data

• “by <….>, you consent to this processing”: Consent must be free, informed, 
specific and unambiguous (and thus, obtaining valid consent necessitates 
specific implementation)

• “administration purposes”: Needs clarification (maybe in a second-level)

• “including, but not limited to….:” Not clear information – implies non-
compliance with the minimization principle

• A long page/doc: Difficult to read. 
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Key design elements for 
lawfulness/fairness

• Relevance – The correct legal basis shall be 
applied 

• Differentiation – The legal basis used for each 
processing activity shall be differentiated.

• Specified purpose 

• Autonomy – The user should be granted the 
highest degree of autonomy as possible

• Gaining consent – free, specific, informed and 
unambiguous (“opt-in”)

• Consent withdrawal – Withdrawal shall be as 
easy as giving consent. 

• Cessation – If the legal basis ceases to apply, 
the processing stops
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• No deception – Information and options 
should be provided in an objective and 
neutral way, avoiding any manipulation

• Predetermination – Establishment of legal 
basis before the processing takes place.

• Adjust – If there is a valid change of legal 
basis, the actual processing must be 
adjusted

• Fair algorithms – Algorithms functioning 
in line with the purposes (transparently 
for users)

• Interaction – Users must be able to 
communicate and exercise their rights

• Respect rights



DPdD - Bad practices in 
lawfulness/fairness

• Common bad practices in implementations:
• Consent obtained is not valid

• The user is “forced” to provide consent

• The actual legal basis is not the user’s consent

• One  for all processes, for several different purposes

• Etc.

• Change of legal basis during the process
• E.g. the user tries to revoke consent but this right is not fulfilled due to “legitimate 

interests” of the controller

• The algorithms do much more things than the users think
• E.g. Profiling of users and making decisions for them
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Possible design patterns for 
transparency

• Source: A. Rossi, G. Lenzini, “Transparency by 
design in data-informed research: A collection 
of information design patterns”, Computer Law 
and Security Review, Elsevier, 2020
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DPdD - Good and bad examples on 
information notices 
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Source: ICO



DPbD - Good and bad example on 
obtaining consent for data collection 
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Source: ICO



DPdD – Bad practices on obtaining 
consent (“dark patterns”)
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The user is somehow “motivated” 
to accept, due to the bad design

Typically, 
opt-out 
consent is 
not correct

Source: “Deceived by Design” report, 
Norwegian Consumer Council , 2018.



DPbD – Trasparency (An example)

• The necessary information should be provided in the right context, at 
the appropriate time.
• A general privacy policy may not be always sufficient

• Design of information flows may be the proper way
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An example for describing the process of revoking consent for a processing regarding 
research purposes

Source: A. Rossi, G. Lenzini, 
“Transparency by design in 
data-informed research: A 
collection of information 
design patterns”, Computer 
Law and Security Review, 
Elsevier, 2020



DPbD – Fairness (An example)

• Streaming service where users may choose between a regular 
subscription of standard quality and a premium subscription with 
higher quality. 
• As part of the premium subscription, subscribers get prioritized customer 

service.

• With regard to the fairness principle, the prioritized customer service 
granted to premium subscribers cannot discriminate the regular 
subscribers’ access to exercise their rights 
• Although the premium subscribers get prioritized service, such prioritization 

cannot result in a lack of appropriate measures to respond to request from 
regular subscribers without undue delay and in any event within one month 
of receipt of the requests.
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DPbD – Layered approach
for transparency
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• Source: A. Rossi, G. Lenzini, “Transparency by 
design in data-informed research: A collection 
of information design patterns”, Computer Law 
and Security Review, Elsevier, 2020

An example of a layered approach in a 
smart app being used for research 
purposes

• Consent is (indeed) the legal basis



DPbD – The permission model in smart 
apps

• Are all the permissions 
necessary?

• Are they justified?
• Is the consent informed?

• What if the user does not 
grant a permission?

• Is the consent free?

• Do other third-parties get 
access due to the permission 
granted?

• Is the user informed on this? 

• See the intra-library collusion 
issue
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• Library 2 is being used by apps A, B and C

• So, the library 2 provider obtains all the permissions A, B, C, D, E, F!!

• Even if the user thoroughly examines all the permissions granted to her apps independently, she may believe 
that none gets all the permissions…

Source: Vincent F. Taylor, Alastair R. Beresford, Ivan Martinovic, «Intra-Library Collusion: A Potential Privacy Nightmare on Smartphones», arXiv:1808.03520,
2017 (https://arxiv.org/abs/1708.03520 )

DPbD – The intra-library collusion issue
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Source: Vincent F. Taylor, Alastair R. Beresford, Ivan Martinovic, «Intra-Library Collusion: A Potential Privacy Nightmare on
Smartphones», arXiv:1808.03520, 2017.

https://arxiv.org/abs/1708.03520


Actual risks of intra-library collusion

• Libraries may abuse the privileges granted to the host applications.

• Libraries may track the users.

• Libraries may aggregate multiple signals for detailed user profiling.

• => The user is not aware of these!

• The developer should be very cautions on the use of third-party libraries

• The designer should be very cautious on identifying the absolutely 
necessary permissions
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